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Abstract: Over the past two decades, artificial neural networks have become a valuable tool for
addressing complex challenges in water resources management. They are applicable in situations
where traditional methods struggle to grasp the intricacies of the issues involved. This study
highlights various applications of these tools, presenting their capability to capture nonlinear
relationships in hydrology. It includes examples ranging from basic flow predictions to the dynamics
of sediment in reservoirs. A search of the Scopus database exhibited more than 56,000 publications
on artificial neural networks over the past two decades, with over 50,000 of these published in just
the last ten years. This significant volume of scientific output is due to the unique advantages of
artificial neural networks, including their adaptability to various scenarios and their capability to
process information in real-time. Additionally, this study highlights the application of these tools in
recent real-world situations, such as managing extreme events and monitoring water quality. These
results attest to the effectiveness of these techniques in the field of water resources management.
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Resumo: Nas ultimas duas décadas, as redes neurais artificiais surgiram como ferramenta promissora
para lidar com desafios multifacetados como a gestdo de recursos hidricos, especialmente em
situacdes em que os métodos convencionais se mostram insuficientes para descrever com sucesso a
complexidade dos problemas. Este estudo apresenta exemplos do uso diversificado dessas
ferramentas e a sua capacidade para capturar relagdes ndo lineares em hidrologia, exemplificando
desde previsdes mais simples de vazdo, até a dindmica de sedimentos em reservatdrios. Uma pesquisa
realizada na base de dados Scopus apontou a existéncia de mais de cinquenta e seis mil publicagdes
sobre o assunto nas ultimas duas décadas, sendo que mais de cinquenta mil apenas nos ultimos dez
anos. O volume da produgao cientifica associado ao tema esta associado as vantagens peculiares das
redes neurais artificiais, como a adaptabilidade a diferentes cenarios e a habilidade de processar
informagdo em tempo real. Este estudo também aponta o uso da ferramenta em casos reais recentes,
incluindo o gerenciamento de eventos extremos e o monitoramento da qualidade da agua, ilustrando
a capacidade dessas técnicas em relagdo a gestdo de recursos hidricos.
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INTRODUCAO

As redes neurais artificiais (RNAs) tém sido aplicadas para a solucdo de problemas de dificil
previsdo, como os relacionados aos recursos hidricos, em que as conexdes entre as variaveis nao sao
completamente conhecidas. Entretanto, para que modelos baseados em RNAs fornecam predicdes
precisas, € crucial atender a certos requisitos. De acordo com Baker e colaboradores (2018), isso
inclui a disponibilidade de grande volume de dados ou intensa interacdo entre a RNA e o ambiente,
escolha do algoritmo correto e definicdo das entradas e saidas de interesse.

Uma rede neural consiste tipicamente em unidades de processamento ou neurdnios, simples e
conectadas, que produzem uma sequéncia de ativagdes. Os neurdnios de entrada sdo ativados por um
estimulo e, por sua vez, ativam outros neurdnios por meio de conexdes ponderadas, ditas peso
sinaptico (Schmidhuber, 2015). A fun¢do aditiva ¢ necessaria para somar os sinais de entrada,
ponderados pelas sinapses dos neurdnios. As funcdes de ativagdo sdo, por associacdo, os sinais
eletroquimicos recebidos e transmitidos pelo neuronio. Assim, a funcao de ativagdo define a resposta
de saida de um neur6énio ou a forma como um estimulo ¢ respondido. Os formatos das fun¢des que
podem ser atribuidas podem ser linear ou sigmoéide (Haykin, 2001; Munakata, 2008).

Os tipos mais comuns de configuragdo de rede sdo aqueles alimentados adiante, ou feedforward,
com uma ou multiplas camadas. Neste caso, os neurénios sao organizados em uma ou mais camadas
com os dados organizados unidirecionalmente entre eles. De forma geral, as redes alimentadas adiante
sdo estaticas, isto ¢, produzem apenas um conjunto de valores de saida. Por sua vez, as redes
recorrentes, ou de feedback, constituem sistemas dindmicos. Neste caso, quando um novo padrao de
entrada ¢ apresentado, as saidas do neurdnio sdo computadas e, devido a retroalimentacdo, as entradas
para cada neurdnio sdo modificadas (Jain, 1996).

Os primeiros a propor um modelo matematico para a construgdo de redes neurais foram Warren
McCullough e Walter Pitts, em 1943. No entanto, foi apenas com o aprimoramento da computagao
eletronica e o desenvolvimento matematico dos trabalhos de Hopfield (1982) e Rumelhart et al.
(1986) que surgiu a possibilidade de buscar aplicagdo desta ferramenta computacional além do campo
teorico.

Semelhante ao sistema nervoso central humano, o principio das redes neurais proposto por
McCullough e Pitts seria um neurdnio artificial, que imita a plasticidade do pensamento humano,
principalmente o processo de aprendizado por experiéncia. De acordo com Haykin (2001) a rede
neural seria o equivalente a uma ferramenta concebida para modelar a maneira como o cérebro realiza
uma tarefa de interesse. Os neurdnios artificiais seriam unidades de processamento que recebem um
estimulo, ou dados de entrada e produzem uma resposta, ou dados de saida. Quanto maior o numero
de neurdnios ligados para formar uma rede, melhor serd o resultado potencial para decisdes
complexas. Em 1958, Rosenblat concebeu o perceptron, a rede neural mais antiga com apenas um
neuronio conforme apresentado na Figura 1.

A arquitetura da rede neural ¢ o padrdo de conexdo entre os neurdnios (Munakata, 2008).
Diferentes arquiteturas de redes neurais requerem técnicas, paradigmas e algoritmos de aprendizado
apropriados. A arquitetura do sistema ¢ elaborada de acordo com as caracteristicas do resultado que
se pretende obter sendo possivel diversos arranjos de redes neurais.

Haykin (2001) propds um conceito de aprendizagem de redes neurais como o processo pelo
qual parametros livres de uma rede neural sdo adaptados por meio de um processo de estimulo do
ambiente no qual a rede esta inserida, e que o tipo de aprendizagem ¢ determinado pela maneira pela
qual a modificacdo dos pardmetros ocorre. Um conjunto preestabelecido de regras para a solugdo de
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um problema de aprendizagem ¢ denominado algoritmo de aprendizagem. Enquanto a forma do
modelo do ambiente na qual a rede neural opera refere-se ao paradigma de aprendizagem, isto &,
supervisionado, ndo supervisionado ou hibrido.

Figura 1 — Representagdo esquematica de um neurdnio
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Nota: x, = dados de entrada; w, = pesos sinapticos; B = bias; f () = fun¢do de ativagdo; y = dados de saida

De acordo com Jain (1996), na modalidade supervisionada, ou aprendizado com um
“professor”, a rede recebe uma resposta ou saida correta para cada padrio de entrada.
Subsequentemente, pesos sindpticos sdo determinados para que a rede produza respostas o mais
proximas possivel das respostas corretas conhecidas e recebidas pela rede. A modalidade por refor¢o
¢ uma variante do aprendizado supervisionado, na qual a rede recebe apenas uma critica sobre a
acuracia das saidas, ndo as respostas corretas em si. Por outro lado, o aprendizado nio supervisionado
ou “sem professor” ndo requer uma resposta correta associada a cada entrada no conjunto de dados
de treinamento. Esta modalidade explora a estrutura subjacente dos dados ou as correlagdes entre os
padrdes dos dados e os organiza em categorias a partir das correlagdes. Por sua vez, o aprendizado
hibrido combina o supervisionado € o ndo supervisionado. Parte dos pesos sindpticos sdo
normalmente determinados por meio de aprendizado supervisionado, enquanto os demais sdo obtidos
por meio ndo supervisionado. A quantidade de pesos ¢ determinada em fung¢do do numero de
neurdnios nas camadas de entrada e saida e do nimero de neuronios nas camadas intermediarias. O
numero de neurdnios nas camadas de entrada e saida dependem do problema a ser resolvido.

Os processos utilizados no processo de aprendizagem sdo derivados de técnicas de otimizagéo,
que podem conter critérios objetivos para estabelecer o nimero de camadas intermediarias e 0 nimero
de neurdnios nestas camadas. Portanto, ¢ um problema em aberto. Em geral, sdo utilizadas técnicas
de computagdo evolutiva e metaheuristicas, isto ¢, algoritmo genético, colonia de formigas, busca
Tabu, recozimento simulado, entre outros.
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O USO DE REDES NEURAIS APLICADAS AOS RECURSOS HiDRICOS

O interesse cientifico para a aplicacdo de redes neurais aos recursos hidricos motivou o inicio
de trabalhos de previsdo do volume de lodo de esgoto (Capodaglio et al., 1991), da qualidade da agua
(Maier e Dandy, 1993), da vazao (Zhu e Fujita, 1993, Lachtermacher e Fuller, 1993), do transporte
de sedimentos (Trent et al., 1993) e, também, do escoamento em eventos de precipitacdo (Hsu et al.,
1995; Shamseldin, 1997; Tokar e Johnson, 1999); além da estimativa de hidrograma unitario
(Hjelmfelt et al., 1993). Tais aplicacdes ainda s@o praticadas e se expandem em outras aplicacdes com
estudos relacionados a hidrologia e a qualidade da agua.

Nas ultimas duas décadas, t€ém apresentado progresso para a previsdo e modelagem nao linear,
isto ¢, com capacidade para representar a nao linearidade da aplicacdo hidrologica (Maier et al., 2010;
Yaseen et al., 2015). Na base de dados Scopus, por exemplo, para a busca "rede neural artificial +
recursos hidricos", o nimero de artigos listados nos ltimos 20 anos ultrapassa 56 mil, com mais de
50 mil apenas na ultima década. Na Tabela 1, sdo apresentados alguns exemplos de aplicagdes de
RNAs em recursos hidricos nos tltimos dez anos.

Tabela 1 — Exemplos de RNAs no campo de recursos hidricos nos tltimos dez anos

Autor(es) Aplicacao Meétodo Comentarios
ANFIS (Adaptive
Controle de cheias em Neuro-Fuzzy . L
tempo real em Inference System) e Utiliza variaveis
Hsu (2015) . RTRLNN (Real- hidrolégicas como
reservatorios durante .
Time Recurrent dados de entrada
tufoes .
Learning Neural
Network)
Avaliagdo de habitats Modelo com 112
Gazendam (2016) | aquaticos para projetos RNA locais e 31 variaveis
de restauragao de entrada
ANFIS simulou
hidrogramas com
eficacia e RTRLNN
Huang (2017) Sedlmentaggo em ANFIS ¢ RTRLNN mostrou bom
reservatorios desempenho em
regimes de fluxo
dominados por carga
de fundo
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MLP (Multilayer
Perceptron), WNN
Simulacdo e previsao de (Wavelet Neural TR
o Uso de inteligéncia
niveis em estruturas de Network), LSTM pe 1 X
Zhang (2018) artificial integrada a
transbordo de esgoto (Long Short-Term Internet das Coisas
combinado Memory) e GRU
(Gated Recurrent
Unit)
Previsdo de desempenho HANN (Hybrid Combinagao de
em estagdes de Artificial Neural parametros de
Zhang (2019) tratamento de agua Network) e AG qualidade da agua e
potavel (Algoritmo Genético) operacionais
Soomiade 1 soweer |
Li (2020) oliciclicos aromaticos Organizing Map) e T
gm material particulado PMF (Positive Matrix | monfomamento ae
partict Factorization) 20 anos
suspenso aquatico
Reducdo de riscos a
RNA + 2 outras saude associados a
Fang (2021) Desemp’enho de blpﬁltros tecnlf:as de ’metals peggdos em
em aguas pluviais aprendizado de aguas pluviais com a
maquina utilizagdo de
biofiltros
Uso de precipitagao,
. Impac‘Fo crla's mudancas RNA e SVR (Support temperatura e
Lai (2022) climaticas em : o
. Vector Regression) radiacdo solar como
reservatorios A
parametros de entrada
Zhu (2022) Gestao de reservatorios | Trés tipos de IA: R2, Simulagdes de
em cascata RMSE e STD cenarios hidrolégicos
Identl‘ﬁ.cag:ao de f?ntf?s 812 amostras de agua
potenciais de substancias superficial de seis
Li (2023) perfluoroalquiladas PMF e SOM P N
estacoes de
(PFAS) em corpos .
hidricos monitoramento
Acuracia >90% na
Contaminagao de aguas MC3D-CNN (3D 001325520;5;2 gf) e
Song (2023) gao de ag Convolutional Neural | P°% agt
subterraneas >80% na previsdo de
Network) L
locais 6timos para
novos pogos
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Continuagfo Tabela 1

Uso de modelo
SARIMA (Seasonal | baseado em processos
ARIMA) e RNA para gerar dados de

treinamento

Analise de tendéncias
Hou (2024) espago-temporais de
coliformes fecais

Integragdo com
sensores em tempo
real e Internet das

Coisas (IoT)

Previsdo de clorofila-a
Busari (2024) como indicador de LSTM
floragdes algas nocivas

~ A Otimizagao de
Remocgao de arsénio em

Koundal (2025) . . RNA membranas de filtro
agua potavel .
passivo
Aplicagdo combinada
Das (2025) Avaliagdo da qualidade RNA de CIL(,)S{ SIG,
da agua RNA e técnicas de

decisao

O crescente nimero de aplicagdes de RNAs no campo dos recursos hidricos pode ser atribuido
a maior capacidade de resolugdo de problemas em comparagdo com métodos lineares, como aqueles
baseados em regressdo multipla, por exemplo. As RNAs sdo capazes de modelar fungdes mais
complexas com maior precisdo (Yang, 2023). Além disso, uma RNA pode revelar relagdes e padrdes
ocultos nos dados que, mesmo em bacias hidrograficas extensivamente estudadas, os modelos
baseados em processos fisicos podem néo considerar todos os fatores condicionantes subjacentes (Li,
2022; Song, 2023). Outra vantagem ¢ a rapidez de resposta em que, muitas vezes, apos a
implementacdo do modelo decisdes podem ser tomadas com base em dados em tempo real (Zhu,
2022).

CONCLUSAO

As aplicagdes das RNAs, conforme apresentado, destacam o seu papel na solugdo de problemas
complexos em recursos hidricos, superando, muitas vezes, limitagdes de métodos lineares e modelos
fisicos tradicionais. Seja na previsdo de cheias ou na otimizacdo da operagdo de estacdes de
tratamento de agua estas ferramentas tém se mostrado efetivas para extrair relagdes ndo lineares de
grandes volumes de dados em associagdo a rapidez de resposta em tempo real. A adaptacdo a
diferentes solugdes de problemas e cenarios decorre principalmente da diversidade de arquiteturas,
algoritmos e paradigmas de aprendizado.

Como tendéncia, observa-se o uso integrado de RNAs com tecnologias emergentes como [oT
(Internet of Things) outros tipos de inteligéncia artificial, por exemplo, Algoritmos Genéticos, entre
outras e, ainda, o uso acoplado a modelos deterministicos tradicionais. Seu uso aponta ainda
aplicagdes promissoras na otimizagdo de decisdes em cenarios de mudangas climaticas e escassez
hidrica.

Entretanto, faz-se necessario reconhecer as limitagdes e obstaculos para o uso das RNAs, a citar
a necessidade de dados robustos para treinamento e a denominada "caixa preta" dos algoritmos mais
complexos, que desafiam a interpretacdo dos resultados.
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Cabe salientar que o uso potencial das RNAs demanda investimento ndo apenas em relagdo a
técnica propriamente dita, mas, em especial na formacao de profissionais qualificados para integrar
o conhecimento cléssico ja adquirido pela hidrologia com a abordagem inovadora das inteligéncias
artificiais visando a seguranca hidrica e a sustentabilidade do uso da agua.
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